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Stance Classification in Argument Search

PRO

... what an author argues to be true ...

CON

Stance Classification: not trivial task of natural language processing

argument
premise
premise

con-
clusion 
(claim)

support

attack
premise

topic

PROCON

given a topic + relevant claim: determine
whether supports (PRO) or contests
(CON) the topic
Text → analysis → framework (Apache
UIMA)
disambiguation, negation, terms of language Hasan

and Ng (2013), ... // Machine Learning (statistical
inference by (big) data) Abu-Mostafa et al. (2017)

Example
The assumption of God’s existence
is reasonable with the cosmological
argument.

Atheism is wrong.
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Stance Classification in Argument Search

Automatic stance classification in Argument Search: Conclusion →
Query (Wachsmuth et al. (2017))
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Stance Classification in Argument Search

Automatic stance classification in Argument Search: Conclusion →
Query (Wachsmuth et al. (2017))

Arguments – evaluate, debate, convince, decision making
“Computational argumentation is expected to play a critical role in the
future of web search.” Wachsmuth et al. (2017)
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Task

argumentpremise
con-

clusion 
(claim)

support

Query
on demand

PRO

argumentpremise
con-

clusion 
(claim)attack

Query
on demand

CON

Can we do it better with NLP?

Investigate a state-of-the-art-approach for stance classification
Determine the differences to the argument search case
Adapt the approach, implement
evaluate
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The modular approach of IBM (Bar-Haim et al. (2017a) + Bar-Haim et al. (2017b))
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The approach of IBM: example & evaluation

Current step: BOT::input

1 · −1 · −1

0 < PRO

The assumption of God’s existence is
reasonable with the cosmological

argument.
Atheism is wrong.

Training example of IBM
Government may not prohibit the
expression of an idea simply because
society finds the idea offensive or
disagreeable.

CON
This house believes that it is
sometimes right for the government
to restrict freedom of speech.
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The approach of IBM: example & evaluation

Current step: Claim Sentiment Classification

1 ·

−1 ·
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The approach of IBM: example & evaluation

Current step: Contrast Classification

1 · −1 · −1 = 1 ⇔ PRO

The assumption of God’s existence
is reasonable with the cosmological

argument. <
< Atheism is wrong.
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IBM ↔ Argument Search: implementation (contribution)

Algorithm of IBM not freely available
details of algorithms of subtasks (feature types), some used components
(e.g. ESG Parser)

Reimplement and reinvent Ferrucci and Lally (2003) + Frank et al. (2016)

invent efficient
(recursive) algorithm
(e.g. path in WordNet
feature) +
uses freely available
approaches (e.g.
Stanford Parser)

AITools 4

A
IT

o
ol

s4

texttext
annotated

text
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text

CollectionReader

Analysis
engine

file/text
collection
file/text

collection

learning
model

learning
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Feature
representation

(arff)

Feature
representation

(arff)

WEKA-
(training)

Stance
Classifier

(calculator)

Stance
Classifier
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reading from
relevant annotations
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IBM ↔ Argument Search: different scenarios (contribution)

IBM handles a claim2claim-scenario
approach for elevated claims with context (Wikipedia)

Argument search is a argument2query-scenario

argument
premise 

of 
argument

con-
clusion 
(claim)

Query
(topic)

support [1]

attack [-1]

Full text search match

Query preprocessing: mostly only single words / single phrases
(default handler for target identification and sentiment classification)
Handling spelling and punctuation mistakes
finally: adapting Stance-formula for argument’s premises a:
Stance(a, topic) = S(a, c) · Stance(c, topic)
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IBM ↔ Argument Search: different scenarios (contribution)

Algorithm of IBM not on-demand?
efficiency decrease because of morphemes extraction, Contrast
Classification with many pairs for calculation, ...

Efficiency research

research of (pipeline) parts of algorithms:
effectiveness – efficiency-trade-offs
suggestions of alternatives (e.g. use of
syllables)
...
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IBM ↔ Argument Search: creation of sample of args.me
(contribution)

A B C D
Query Conclusion Supported conclusion

(PRO) or attacked
conclusion (CON)

PRO or CON?
(manuel rat-
ing)

feminism
1 Feminism is bad CON
2 · · · · · · · · ·

selected 5 top-query-topics like feminism Ajjour et al. (2019) + 5 query-topics

for each topic: search for 10 distinct supported conclusions + 10
attacked (10 · (10 + 10) = 200 claims)
3 annotators (thanks to Anna Xenia Stephan, Shahbaz Syed and Milad Alshomary)

31 out of 200: disagreement (e.g. stance of “If there is a God, then it is
most definitely the Christian God.” towards “God”)
Fleiss’ kappa score: 0.79 (substantial agreement)

→ ++annotated corpus
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Experimental setup

Two corpora

IBM Debater R© – Claim Stance
Dataset

train: 25 topics (1,039 claims)
test: 30 topics (1,355 claims)

of Wikipedia

Sample of args.me

train: –
test: 20 topics (200 claims)

of args.me (387,606 arguments)

Final setup
Training + hyperparameter-tuning with IBM corpus (for each module)
implementing an evaluation class including parameters for activating/
deactivating the modules and datasets
tested various configurations with the two corpora
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Experiment results: do not to use all available features and
subcomponents.
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effectiveness (accuracy) + efficiency
(average time per stance prediction):
IBM args.me time

heuristic
52% 63% 1ms
best (reduced target identification (e.g.
no Wikipedia), R(xc , xt) = 1) [only 2% are
contrastive in args.me]
52% 70% 200-250ms

all but TT4J-PhraseChunker
49% 56% 100-160ms

all
50% 66% 500-650ms
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Experiment results: best configuration vs. IBM
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Experiment results: outperform the current heuristic in
args.me
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Conclusion

Our approach increases significantly accuracy in args.me α ≈ 0.025

modular NLP-approach (target identification, sentiment
classification, contrast classification) fits for Argument
Search, too (adapted open domain): + ≈8% accuracy

Effectiveness-Efficiency-problem: not more than 1s per 20 stance
classifications? (Brutlag et al. (2008))

efficient algorithms, cache-solutions +
pre-basic-annotations for the conclusions // parallelism ⇒
runtime our approach is not critical

Stance Classification – improvements with further work!
stance classification as known problem – further work can
be done: including contextual features like author
constraints, expanding (sentiment) lexicons, ...
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